Harcourt Butler Technical University
Department Mathematics, School of Basic and ApfBeénces

Vision:

To produce excellent academicians/researchers inhévimtics for teaching/research in
interdisciplinary applied thrust areas and to eduiplding technocrats/ engineers with sound
mathematical/computing skills for social welfare.

Mission:

* To impart mathematical education in order to ex@land apply mathematical concepts
for technological innovations through activitiegleexperimentation .

* To train students with strong mathematical fouratatior conducting research or for
serving in industry.

* To inculcate the ability to apply mathematical amnputational skills in students for
modeling, formulation and solving real-life problem

About Department of Mathematics

The Department of Mathematics has been strivind lf@r excellent teaching and research in
Mathematical Sciences since its inception in 196he undergraduate and postgraduate
students of various chemical technology and engingalepartments are enriched/equipped
with in-depth theoretical background of sophisechapplied mathematics required for modern
scientific investigations and technological devetemts and practical training in numerical
computing by following need-based designed cumicul The Department runs a doctoral
research programme for carrying out research er-disciplinary areas.

The faculty of the department are actively engagedesearch in emerging thrust areas viz.
mathematical modeling, ecological and environmengistems, mathematical biology,
biomechanics, fluid mechanics of the eye and cesgdnal fluid, blood flow dynamics etc.
Facilities for interdepartmental and interdisciplip research activities have also been evolved.
The Department is well equipped with computing artdrnet facilities. A number of research
projects sponsored by different organizations &R, CST UP, UGC, DST and ICMR have
been completed. Also, various conferences, semimagkshops, summer and winter schools
have been organized by the department. Apart frosy the faculty members of the department
also regularly visit to deliver lectures in confezes and seminars outside. The experienced and
dedicated team of faculty members have presentdaished good numbers of research papers.
Nearly 66 students have been awarded Ph.D. degmehs the supervision of departmental
faculty members and at present 07 students arsteegd for Ph.D. Programme.



BMA -101 MATHEMATICS -
| B.Tech, All Branches
(Effective from Session 2017-18)

OBJECTIVE: The objective of this course is to educte the students about:
* the convergence of infinite series, improper inkdgand differential calculus.
» partial differentiation, multiple integrals and BetGamma functions.
» vector calculus, matrices, linear algebra and adgtition techniques.

Course Outcome
On the successful completion of the course, stgdeilitbe able to

CO1 | find nth derivative, determine the expansiorfurictions and find | Understand, Apply,
convergence of series and improper integrals.

CO2 | find partial differentiation and evaluate aama volume using Apply, Evaluate
multiple integrals.
CO3 | convert line integrals to surface integrals @mldme integrals, Apply, Evaluate

determine potential functions for irrotationalderfields.

CO4 | solve linear system of equations and deterthia@igen vectors of Apply, Analyse

the matrix. Evaluate,
COS5 | learn concept of optimization and optimizatiechniques. Apply, Analyse,
Evaluate,
(6{0) PO1 PO2 PO3| PO4| PO5| PO6| PO7| PO8| PO9| PO10| PO11| PO12
CO1 3 3 2 1 2 - - 1 - 1 - 3
CO2 3 3 2 1 2 - - 1 - - 3
COo3 3 3 2 1 2 - - 1 - 1 - 3
CO4 3 3 2 1 2 - - 1 - 1 - 3
CO5 3 3 2 1 2 - - 1 - 1 - 3
Average | 3 3 2 1 2 - - 1 - 1 - 3
1: Slight (Low) 2: Moderate (Medium) 3:Stdntial (High)If there is no correlation, put “-*

Detailed Syllabus:

Unit |- Eunctions of One Real Variable:
Successive differentiation, Leibnitz theorem, Meatue theorems, sequences and series, Expansiomaiions,
Improper integrals and their convergence.

Unit Il- Functions of Several Real Variables:

Limit, Continuity, Partial differentiation, Totabifferential and approximations, Jacobian, Euletteorem
Expansion of functions, Beta and Gamma FunctionsltiMe integral, Change of order, Change of vadgab
Applications to area, volume, mass, surface amalétichlet’s Integral & applications.

Unit 11l- Vector Calculus:

Point functions, differentiation, Gradient, Dirextal derivative, Divergence and Curl of a vectod #meir physical
interpretations, Solenoidal & irrotational fieldstegration, Line, Surface and Volume integrals €brfs. Stoke’s
and Gauss Divergence theorems (without proof) @plications.



Unit IV- Matrices and Linear Algebra:

Vector space and subspace, linear dependence, slonsnand basis, Linear transformation and its isatr
representation, Elementary transformations, Echfglom, rank & nullity, Consistency of linear systerhequations
and their solutions, characteristic equation, Cayl¢amilton theorem, Real and complex eigenvalued an
eigenvectors, diagonalisation, quadratic forms, mem orthogonal, and unitary matrices, Applicatito
Cryptography, discrete, Compartmental models aygtem stability.

Unit V- Optimization:

Engineering applications of optimization, statemend classification of optimization problems, Op#ation
techniques, single variable optimization, multiigate optimization with no constraint, with equgliénd inequality
constraints, Linear Programming Problems, Graphmtethod and Simplex method.

Books Recommended:

1.R.K. Jain & S. R. K. lyengar; Advanced Engineervigthematics, Narosa Publishing House 2002.

2. Erwin Kreyszig: Advanced Engineering MathematichrdWiley & Sons 8 Edition.

3.Dennis G. Zill & Michael R Cullen; Advanced Engimieg) Mathematics, Jones & Bartlett Publishef§, 2
Edition.

4.S.S. Rao; Optimization: Theory & application WilEgstern Limited.

5. T.M. Apostol, calculus, Vol. I,"¥ ed., Wiley 1967.

6. T.M. Apostol, Calculus, Vol. I, ¥ ed, Wiley 1969.

7. Gilbert Strang, Linear Algebra & its applicatioiglson Engineering 2007.

8. Calculus & Analytic Geometry, Thomas and Finny.



BMA -102 MATHEMATICS -lI
(I B.Tech, All Branches)
(Effective from Session 2017-18)

OBJECTIVE: The objective of this course is to educte the students about:
» ordinary differential equations and their applioas as mathematical models.
» series solutions of ordinary differential equasi@nd special functions.
» Laplace transform, Fourier series, differentialaons and boundary value problems

Course Outcome
On the successful completion of the course, stgdeilitbe able to

CO1 | solve first and higher order ordinary differahéquations. Apply, Analyse
Evaluate,
CO2 | find series solutions of ordinary differenggjuations and learn Apply, Analyse
Bessel's and Legendre’s function and its appbcet Evaluate,
CO3 | solve IVR and BVR using Laplace Transform. Apply, Analyse
Evaluate,
CO4 | find Fourier series expansion of given functéoid solve partial Apply, Analyse
differential equations. Evaluate,
CO5 | solve boundary value problems using variabp@rsble method etc{  Apply, Analyse
Evaluate,
CO PO1 PO2 PO3| PO4| PO5| PO6| PO7| PO8| PO9| PO10| PO11| PO12
Cco1 3 3 2 1 2 - - 1 - 1 - 3
CO2 3 3 2 1 2 - - 1 - 1 - 3
CO3 3 3 2 1 2 - - 1 - 1 - 3
CoO4 3 3 2 1 2 - - 1 - 1 - 3
CO5 3 3 2 1 2 - - 1 - 1 - 3
Average | 3 3 2 1 2 - - 1 - 1 - 3
1: Slight (Low) 2: Merate (Medium) 3:Substantial (Hidifithere is no correlation, put “-*

Detailed Syllabus:

Unit- |: Ordinary Differential Equations:

First order ordinary differential equations, Exigte and uniqueness of solutions of initial valuebpems, Solution

of higher order linear differential equation witbrnstant coefficients, Solution of second orderedéhtial equations
by changing dependent and independent variablesichya Euler equations, Methods of diagonalization,
undetermined coefficients and variation of paramsetBlonlinear equations, Linear and nonlinear msdglitial
value and boundary value problems, Systems of mmsatApplication of differential equations as netiatical
models, Models from population dynamics, NewtoresvLof cooling, electric circuit, Oscillation of spg.

Unit-1l: Series Solutions of Ordinary Differential Equations & Special Functions
Ordinary and singular points of an equation, Posanes solutions, Frobenius method, Bessel's amgkrndre’s
equations and their series solutions, Propertiedagfendre’s polynomials and Bessel's functions, €kating




functions, Fourier- Bessel series and Fourier-Ldgerseries expansions, sturm- Liouville Problem asidted
theorems.

Unit-1ll: Laplace Transform:

Laplace transform, Existence conditions and RO@eiise Laplace transform, Operational properties\vclution,
Unit step function, Dirac-Delta function, Periodimctions, Applications to solve IVP and BVP: Limezdinary
differential equations, Transfer function and cohsiystem analysis.

Unit-1V: Fourier Series and Partial Differential Eq uations:
Orthogonal functions, Fourier series, existenaalit®ns, Fourier series of even and odd functiaosivergence of

Fourier series, Fourier half range series, Harmamalysis, Complex Fourier series and frequencyctsp®.
Development of partial differential equations armluBions, Solution of first order partial differéat equations,
Solutions of linear higher order partial differetequations with constant coefficients.

Unit-V: Boundary-Value Problems:

Classification of second order partial differenteguations, Derivation of heat and wave equatigongjtions in
rectangular coordinates by separation variable atgtbolution of Laplace equation, D’Alemberts signtof wave
equation, Non-homogeneous equations and boundaditimns, Orthogonal series expansions, Fourigesén two
dimensions, Boundary value problems in polar, clical and spherical coordinate systems and tiofitisns.

Books Recommended:

1. E.A. Coddington, An Introduction to Ordinary Bifential Equations, Practice Hall, 1995.

2.1.N. Sneddon, Elements of Partial Differential eipras, McGraw-Hill 1957.

3. Dennis G, Zill & Michael R. Cullen; Advanced Engering Mathematics, Jones & Bartlett Publish2?s.
Edition.

4. R.K. Jain & S.R.K. lyengar; Advanced Engineerngthematics, Narosa Publishing House, 2002.

5. Erwin Kreyszig; Advaced Engineering Mathematilshn Wiley & Sons '8Edition.



BMA-203, COMPUTER ORIENTED NUMERICAL AND STATISTICA L TECHNIQUES
(I B.Tech, CSE/IT)
(Effective from Session 2018-19)
L T P C
3 1 2 5

OBJECTIVE: The objective of this course is to provide conceptual understanding of:
* numerical methods for solving nonlinear equatiams simultaneous equations.
» numerical techniques for interpolation, differetia, integration, and solving NP
» curve fitting, correlation and regression, proh@pdlistributions and applied statistical
methods.
« developing computer programs of numerical/ statidtinethods using C/Clanguage.

Course Outcome
On the successful completion of the course, stgdeilitbe able to

CO1 | find roots of nonlinear equations and solvetesys of algebraic Apply, Evaluate
equations.

CO2 | use Interpolations techniques and to find nigakdifferentiation/ | Apply, Evaluate
integration of data, function.

CO3 | use numerical methods for finding solutionsmfinary differential | Apply, Evaluate
equations, simultaneous and higher order equations.

CO4 | use statistical techniques like regressiomnretattion for finding Apply, Evaluate
relation between two or more variables.
apply discrete and continuous probability distribas to various

problems.

CO5 | use to various parametric and nonparametiie pesameter Understand,
estimation, hypothesis testing and ANOVA. Apply

CO6 | developing computer programs of numericalistteal methods Evaluate, Create

using C/C" language.

CO | POl | PO3PO3[PO4|PO5| PO6| PO7| PO8| PO9] PO10| PO11] PO12
Col |3 2 |3 [3 |1 [ 1] -1 -1 -71- - 3
co2 |3 2 |3 [3 |1 1] -1 -7]-71- - 3
Co3 |3 2 |3 |3 |1 1] -1 -71-7-=- - 2
co4 |3 3 |3 |3 |1 | 1| -] -1]-7- - 2
CO5 | 3 3 |3 |3 |1 |23 2] 2] 1 1 2
Co6 | 2 1 |2 |2 [3 |2 1] -1 27T 2 2 3

Average | 2.83 | 2.16/2.83|283|1.33| 66 | 33| 66| 5| 5 | 5 | 25

1: Slight (Low) 2: Merate (Medium) 3:Substantial (Hidifithere is no correlation, put “-*

Detailed Syllabus:

UNIT I: Nonlinear Equations and Simultaneous Linear Equations:

Roots of nonlinear equation, Methods of solutiorrdéd of convergence of iterative methods, Simpletso
Bisection, False position, Secant, Newton-Raph€®nebyshev, Iteration and multi point iteration noet,
Multiple roots: Newton-Raphson and Chebyshev, Cempbots: Newton-Raphson and Muller's method, desys




of nonlinear equations: Newton-Raphson and itematinethods, Polynomial equations: Bairstow’s method,
convergence analysis of above methods.

Linear systems: Introduction, Direct methods, Openacount, Pivoting, Il conditioned linear syste& condition
number, Iteration methods: Jacobi, Gauss-SeidelR S@ethods, convergence conditions. Special systém o
equations: Thomas algorithm. Eigen value problgpesver methods.

UNIT II: Interpolation, Differentiation and Integra_tion:

Curve fitting: Polynomial interpolation, error, Ex¢nce and Uniqueness, Truncation error bounderelifce
operators, Newton forward and backward differenaterpolations, Lagrange, Newton divided differerared
Iterated interpolations, Stirling and Bessel's ipt#ations, Spline interpolation, Least squares &tekbyshev
approximations. Numerical Differentiation: Methdassed on interpolation, Error analysis.

Numerical Integration: Methods based on interpofati (Trapezoidal, Simpson’s 1/3, Simpson’s 3/8)ruBauss
quadrature methods, Romberg integration, Error ewamd estimates.

UNIT-IIl: Numerical Solution of Ordinary Differenti al Equations:

Initial-value problems, Single step methods; TagloPicard’s, Modified Euler's method and Runge-ttdumethod
(fouth order), Error estimates, Multi-step methodstam’s —Bashforth and Milne’s methods, convergeand
stability analysis, simultaneous and Higher equestidRK Fourth order method.

UNIT-IV: Curve- Fitting, Correlation, Regression and Probability:

Curve-fitting, method of least- squares, fittingsfaight lines, polynomials, non-linear and expura curves etc.,
correlation analysis, linear, non-linear and muitigression analysis, probability, random varialaled probability
distributions, expectation, moments and transforethwds, Binomial, Poisson and Normal distributiangerview
of t-distribution, F-distribution ang?-distribution.

UNIT-V: Statistical Methods:

Sampling theory (small and large), parameter esiimaconfidence intervals, tests of hypothesessgdificance;
z-, t-, F-, andy? tests, goodness of fit tegt- test, analysis of variance, non-parametric teStsile application),
time series analysis, index numbers, quality cdmtnarts.

NST Lab
Develop programs of the following techniques in € .anguage:

To implement iterative methods to solve nonlinegrations.

To implement iterative methods to solve a systetimefr equations.

To implement Newton'’s divided difference and Lagyas interpolation formulae.
To implement Numerical differentiation.

To implement Numerical integration using Trapezbi&mpson 1/3 and Simpson 3/8 rules.
To implement single step/multi step methods toesdtitial value problems.

To implement least squares method for curve fitting

To find correlation coefficient, regression coeffiats and lines of regression.

. To implement tests of hypothesis and significance.

10. To implement non parametric tests.

11. To determine the confidence interval to implemeNGVA.

CoNoO~WNE

Books Recommended:

1. M.K. Jain, S.R.K. lyengar & R.K. Jain, Numericaéthods for Scientific and Engineering Computatidew age
international Publication.

2. S.S. Sastry, Introductory Methods of Numericablisis, Eastern Economy Edition.

3. S. Rajasekaran, Numerical Method in Sciencetangineering, Wheeler Publishing House.

4. B.S. Grewal, Numerical Method in Engineering &i€dice, Khanna Publishers.

5. D.L. Harnett, Statistical methods.

6. J.N. Kapur and H.C. Saxena, Mathematical , Si@h& Co., 2001.

7. H.C. Saxena, Practical Mathmatical Statisticisand & Co., 2000.



BMA-204, DISCRETE MATHEMATICAL STRUCTURES
(I B.Tech, CSE/IT)
(Effective from Session 2018-19)

w

OBJECTIVE: The objective of this course is
» to develop the logical ability by providing exposuo mathematical logic, proof
methods, set theory, relation and functions etc.
* to provide knowledge about coding theory fundamentdgebraic structures, posets,
lattices, boolean algebra for applications in cotepsacience.
» to provide exposure of combinatorics and graphrihéw application in computer
science.

Course Outcome
On the successful completion of the course, stgdeilitbe able to

CO1 | understand concept of logic and various infe@emechanismsUnderstand

using logic.

CO2 | understand set theory, function, relation &edcbncepts of Understand
theorem proving .

CO3 | explain algebraic structures and coding theory Understand

CO4 | understand and apply concepts of posets,datiind boolean Understand, Apply
algebra in computer science.

CO5 | understand and apply graph theory and conoépesurrence Understand, Apply
relations and generating functions in system madeli

(6{0) PO1 POZ2 PO3| PO4| PO5| PO6| PO7| PO8| PO9| PO10| PO11| PO12
co1 3 3 3 3 3 2 3 1 2 - 3 3
CO2 3 3 3 3 3 2 3 1 2 - 3 3
COs3 3 3 3 3 3 2 3 1 3 - 3 3
CO4 3 3 3 3 3 2 3 1 3 - 3 3
CO5 3 3 3 3 3 2 3 - 3 - 3 3
Average | 3 3 3 3 3 2 3 .8 26 - 3 3
1: Slight (Low) 2: Moderate (Medium) 3:Stdntial (High)If there is no correlation, put “-*

Detailed Syllabus:

UNIT I: Fundamentals of Logic

Propositional Logic: Propositions, Basic logic operations and truthdapTautologies, Contradictions, Contigency,
Algebra of propositions, Logical equivalence: thav$ of logic, Logical implication: Rules of infere® Logical
analysis of argument, Some computing applicatiooral forms), Functionally complete set of openagioFormal
proofs.

First Order Logic: Predicates & quatifiers, Nested quantifiers, Usguantifiers, Rules of inference, Validity of
arguments, proof methods.



UNIT II: Set Theory, Relations and Functions

Set Theory: Sets & subsets, Venn diagrams, set operationsaavg] kountable set, Cartesian product, Cardinality,
Principle of inclusion- exclusion.

Relations: Relation, Representation & properties, n-ray refai and applications, Composition of relations,
Closures of relations, Equivalence relation & pemtis, partial orders, compatibility relation.

Functions: Functions and its types, Inverse function, Comjmsibf functions, Special functions, Recursively
defined functions, Computational Complexity, Anadysf algorithms.

Theorem Proving Techniques:Mathematical induction (weak, strong, structurahd its applications, Proof by
contradiction, Pigeonhole principle.

UNIT IlI: Algebraic Structures and Coding Theory :

Algebraic Structures: Definition, Properties, Semi group, Monoid, Groppoperties of groups, Subgroup, Cyclic
group, Cosets and Lagrange’s theorem, Permutatmupg, Normal subgroup, Homomorphism and isomorplas
groups, Congruence relation, Rings and Fields. xamnd standard results.

Coding Theory: Elements of coding theory, Hamming matric, Paritgck and generator matrices, Coding and
error detection, Group codes: decoding with casadérs and error correction, Hamming matrices.

UNIT IV: Partially Ordered Structures

Posets,:Definitions, ordered set, Hasse diagram, isomorphilered set, well ordered set, Minimal and Maximal
elements, LUB &GLB etc.

Lattices: Definition & Properties, Product Lattices, Isomaipbattices, Applications, Types of Lattices.

Boolean Algebras: Definitions & Properties, SOP & POS forms, Logic gates and nigation of circuits,
Karnaugh maps, Quine-McClusky method.

Trees: Definition & Examples and Properties, Rooted trBmary tree, Tree traversal, application in congput
science and engineering.

UNIT V: Combinatorics and Graph Theory:

Combinatorics: Discrete numeric functions and properties, Recugearlations and their applications (modeling),
various methods of solutions, system of recurremtations, OGF & EGF, properties, applications:usoh of
recurrence relations and combinatorial problems.

Graphs: Graphs and graph models, terminology, matricescéest®d with graphs, Isomorphism, Special types of
graphs, connectedness, Euler and Hamilton grapthstisgir applications, trees with properties, MBlgner graphs
and applications, criteria of planarity, Graph eirig and coloring models, directed graphs.

Books Recommended:

1. Trembley, J.P. & R. Manohar, “Discrete Mathemati&tuctures with applications to Computer Science”,
McGraw Hill.

2. Kenneth H. Rosen, “Discrete Mathematics andiglications”, McGraw Hill.

3. Ralph, P. Garimaldi, “Discrete& Combinatorial tilamatics” Pearson Publication, Asia.

4. Deo, narsingh, “Graph Theory with applicatioong€£nhgineering & Computer Science”, PHI.

5. Krishnamurthy, V., “Combinatorics Theory & Apgdition”, East-West Press Pvt. Ltd., New Delhi.



BMA-201, MATHEMATICS-III
(Il B.Tech, CHE, CE, ME, ET, EE, BE, FT, OT, PT, LT, PL,)

(Effective from Session 2018-19)

L T P C
3 1 0 4

OBJECTIVE: The objective of this course is to provide conceptual understanding of:
» various mathematical tools likes Laplace/ Founansforms and their applications.
» concepts and principle of complex analysis in swjvivarious real life problems.
» various statistical methods and tests for analyexgerimental data.

Course Outcome

On the successful completion of the course, stgdeilitbe able to

CO1 | solve boundary value problems using Laplagestoam and

BVPs using z transform.

Fourier transform methods and solve difference gguosand

Apply, Evaluate

CO2 | construct conformal mapping between many kaidkbmains.

Understand, Apply

CO3 | evaluate complex integrals, improper real irgtksgusing various

formulae/theorems.

find Taylor and Laurents series expansion of comfilactions.

Apply, Evaluate

CO4 | estimate relationship between two variablagisurve fitting,

regression and its strength using correlation.

Understand, Apply

COS5 | various parametric and nonparametric testaytex estimation,

hypothesis testing and ANOVA.

Understand, Apply

(6{0) PO1 PO2 PO3| PO4| PO5| PO6| PO7| PO8| PO9| PO10| PO11| PO12

Co1 3 3 3 3 2 1 2 1 1 - 1 3

CO2 3 3 3 3 2 1 2 1 1 - 1

CO3 3 3 3 3 2 1 2 1 1 - 1 3

CO4 3 3 3 3 1 1 - - - - - 2

CO5 3 3 3 3 1 2 3 2 2 1 1 2

Average | 3 3 3 3 16/ 122 18 1 1 5 .8 2.6

1: Slight (Low) 2: Merdhte (Medium) 3:Substantial (Higlithere is no correlation, put “-*

Detailed Syllabus:

Unit — I: Transform Methods:

Fourier integral, conditions of convergence, Fausi@e and cosine integrals, complex form, applicet, Fourier
transform pairs, existence conditions, operatiopadperties. Applications of Laplace transform andurer
transform to solve boundary value problems, Discestd Fast Fourier transforms and its applications.

Development of difference equations as models,atpemethod, method of undetermined coefficientsahsform
pairs, ROC. Operational properties, limiting- vatheorems, its applications to solve differenceatigns and BVP,

systems of difference equations.



Unit- II: Functions of a Complex Variable and Confamal mapping:

Limit, continuity, differentiability and analytigif Cauchy-Riemann equations, harmonic functionanpiex
functions as mappings, liner transformation, ingetransformation, bilinear transformations, confakrmapping,
applications.

Unit- 11l: Integration of Complex Functions:

Contour integrals and evaluations, Cauchy- integinabrem, Cauchy’s integral formulae, Liouvillelsebrem,
convergence of power series, Taylor series, Lawseries, zeros and singularities of a complex fon¢tresidues
and residue theorem, Fundamental theorem of algBlotache’s theorem, Argument Principle and maximum
modules theorem, evaluation of definite and impropigrals.

Unit- IV: Curve- Fitting, Correlation, Regression and Probability:

Curve-fitting, method of least- squares, fittingspfaight lines, polynomials, non-linear and expura curves etc.,
correlation analysis, linear, non-linear and mrétiression analysis, probability, random varialsled probability
distributions, expectation, moments and transforethmds, Binomial, Poisson and Normal distributions.

Unit- V: Statistical Methods:

Sampling theory (small and large), parameter esiimaconfidence intervals, tests of hypothesessgdificance;
Overview of t-distribution, F-distributions and-distribution. Z-, t-, F-, angr? tests, goodness of fit tegt? test,
analysis of variance, non-parametric tests (Simaplglication). time series analysis, index numbeuslity control
charts.

Books Recommended:

1. Dennis G, Zill & Michael R. Cullen; Advanced Eneering Mathematics, Jones & Bartlett Publish2ts.
Edition.

2. R.K. Jain & S.R.K. lyengar; advanced EngineeMahematics, Narosa Publishing House, 2002.

3 Erwin Kreyszig; Advanced Engineering Mathematitshn Wiley & Sons '8Edition.

4. R.V. Churchill and J.L. Brown, Complex Variabkesd Applications, McGraw Hill, 1990.

5. J.N. Kapur and H.C. Saxena, Mathematical Siegis.Chand. & Co., 2001.

6. H.C. Saxena, Practical Mathematical StatisBcghand & Co., 2000.

7. J.H. Mathews and R.W. Howell, Complex analysisMathematics and Engineering’ Bd. Narosa, 1998.



BMA-206, COMPUTER ORIENTED NUMERICAL METHODS
(Il B.Tech, CE, ME, ET, EE)
(Effective from Session 2018-19)
T P C
1 0

L
3 4

OBJECTIVE: The objective of this course is to provide conceptual understanding of:
» various numerical methods for solving linear and hieear equations.
» various numerical techniques of interpolation, gnéion and differentiation with their
applications.
» various numerical methods to solve k/&nd BVR.

Course Outcome
On the successful completion of the course, stgdeilitbe able to

CO1 | find roots of nonlinear equations and solveesys of algebraic Apply, Evaluate
equations.

CO2 | use interpolation techniques and to find nuca¢differentiation/ | Apply, Evaluate
integration of data, function.

CO3 | use numerical methods for finding solutionsrafinary differential | Apply, Evaluate
equations, simultaneous and higher order equations

CO4 | learn numerical methods for finding solutionrofial and boundary Apply, Evaluate
value problems, partial differential equations.

CO5 | learn basic concepts of some Finite elemenhoadst Apply, Evaluate
CO PO1 PO2 PO3| PO4| PO5| PO6| PO7| PO8| PO9| PO10| PO11| PO12
Co1 3 2 3 3 1 1 1 - - - - 3
CO2 3 2 3 3 1 1 1 - - - - 3
CO3 3 2 3 3 1 1 1 - - - - 2
CO4 3 2 3 3 1 1 1 - - - - 3
CO5 3 2 3 3 1 1 1 - - - - 3

Average | 3 2 3 3 1 1 1 - - - - 3

1: Slight (Low) 2: Moderate (Medium) 3:Sténtial (High)if there is no correlation, put “-*
Detailed Syllabus:

UNIT I: Nonlinear Equations and Simultaneous Linear Equations:

Roots of nonlinear equation, Methods of solutiondé€ of convergence of iterative methods, Simpletso
Bisection, False position, secant, Newton-Raphsoebyshev, Iteration and multi point iteration noet$,
Multiple roots: Newton-Raphson and Chebyshev, Cempbots: Newton-Raphson and Muller’'s method, aesys

of nonlinear equations: Newton-Raphson and Itematioethods, Polynomial equations: Bairstow’'s method,
convergence analysis of above methods.

Linear systems: Introduction, Direct methods, Ofienacount, Pivoting, Il conditioned linear systen&
condition number, Iteration methods: Jacobi, G&esslel, SOR methods, convergence conditions. Sm&Etem

of equations: Thomas algorithm. Eigen value prolste@iven’s and Power methods.




UNIT IlI: Interpolation, Differentiation and Integra tion:

Curve fitting: Polynomial interpolation, error, Bxeénce and Uniqueness, Truncation error boundgerelifce
operators, Newton forward and backward differenterpolations, Lagrange, Newton divided differerasel
Iterated interpolations, stirling and Bessel's ipt#ations, Spline interpolation, Least squares &tkbyshev
approximations. Numerical Differentiation: Methdased on interpolation, Error analysis. Numerioédration:
Methods based on interpolations (Trapezoidal, Simjgs1/3, simpson’s 3/8 rule), Gauss quadraturehau,
Romberg integration, Error bounds and estimates.

UNIT Ill: Numerical Solution of Ordinary Differenti al Equations:

Initial-value problems, Single step methods: TagloPicard’s, Euler’s, Modified Euler's method aRdnge-Kutta
method (fourth Order), Error estimates, Multi-stepthods: Adam’s-Bashforth and Milne’s methods, evgence
and stability analysis, Simultaneous and Higheepedjuations: RK Fourth order method.

UNIT IV: Initial & Boundary Value Problems and Iter_ative Solvers:

BVP: Shooting method and Finite difference methémsOrdinary Differential Equations, Solution of ridal
differential equation; solution of Laplace, Poisseguations: Standard 5- point and diagonal 5-tpfoirmulae,
Jacobi method, Gauss Seidel method (Liebmann‘atiter method) Relaxation method. Solution of heptagion:
Crank — Nicolson method, Solution of wave equation.

UNIT V: Einite Element Method:

Basic concepts, variational formulation and funaip base functions, approximations weighted redidwethods:
Ritz method, Galerkin method, Least squares metbolhcation method, Finite element and solutiorsiofiple
problems and time dependent problems.

Books Recommended:

1. M.K.Jain, S.R.K. lyengar & R.K.Jain, Numericaktihods for Scientific and Engineering Computatinage
International Publication.

2. S.S Sastry, Intoductory Methods of Numerical lfsia, Eastern Economy Edition.

3. S. Rajasekaran, Numerical Method in Sciencetargineering, Wheeler Publishing House.

4. B.S. Grewal, Numerical Method in Engineering &i€ice, Khanna Publishers.



BMA-202, COMPUTER ORIENTED NUMERICAL METHODS
(Il B.Tech, CHE, BE, FT, OT, PT, PL, LT)
(Effective from Session 2018-19)
T P C
0
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OBJECTIVE: The objective of this course is to provde conceptual understanding of:
» various numerical methods for solving linear and hieear equations.
» various numerical techniques of interpolation, gnéion and differentiation with their
applications.
» various numerical methods to solve §/&nd BVR.
« developing computer programs of numerical methaitsguC/C” language.

Course Outcome
On the successful completion of the course, stsdeititbe able to

CO1 | find roots of nonlinear equations and solve systefiedgebraic Apply, Evaluate
equations.
CO2| use interpolation techniques and to find numedd&rentiation/ Apply, Evaluate

integration of data function.

CO3| use numerical methods for finding solutions of nady differential | Apply, Evaluate
equations, simultaneous and higher order equations

CO4 | learn numerical methods for finding solution otialiand boundary | Apply, Evaluate
value problems, partial differential equations.

CO5| learn basic concepts of some Finite element methods Apply, Evaluate
CO6 | developing computer programs of numerical methaitsguC/C™* Apply, Evaluate,
language. Create

CO PO1 PO2 PO3| PO4| PO5| PO6| PO7| PO8| PO9| PO10| PO11| PO12
Co1 3 2 3 3 1 1 1 - - - - 3
CO2 3 2 3 3 1 1 1 - - - - 3
COos3 3 2 3 3 1 1 1 - - - - 3
CoO4 3 2 3 3 1 1 1 - - - - 3
CO5 3 2 3 3 1 1 1 - - - - 3
CO6 3 2 2 2 3 2 1 2 2 2 2 3

Average | 3 2 2.832.83|1.33|1.16|1 .33 | .33 | .33 .33 3

1: Slight (Low) 2: Madge (Medium) 3:Substantial (HigH)there is no correlation, put “-*

Detailed Syllabus:

UNIT I: Nonlinear Equations and Simultaneous Linear Equations:

Roots of nonlinear equation, Methods of solutiondé€ of convergence of iterative methods, Simpletso
Bisection, False position, secant, Newton-Raphsoebyshev, Iteration and multi point iteration noet$,
Multiple roots: Newton-Raphson and Chebyshev, Cempbots: Newton-Raphson and Muller's method, &esys

of nonlinear equations: Newton-Raphson and Itematioethods, Polynomial equations: Bairstow's method,
convergence analysis of above methods.



Linear systems: Introduction, Direct methods, Ofienacount, Pivoting, Il conditioned linear systen&
condition number, Iteration methods: Jacobi, Gérmislel, SOR methods, convergence conditions. Spa&EtEem
of equations: Thomas algorithm. Eigen value prolste@iven’s and Power methods.

UNIT IlI: Interpolation, Differentiation and Integra tion:

Curve fitting: Polynomial interpolation, error, Bxénce and Uniqueness, Truncation error boundgerelifce
operators, Newton forward and backward differenaterpolations, Lagrange, Newton divided differeraored
Iterated interpolations, stirling and Bessel's ipt#ations, Spline interpolation, Least squares &tkbyshev
approximations. Numerical Differentiation: Methdossed on interpolation, Error analysis. Numerio&dration:
Methods based on interpolations (Trapezoidal, Simjss1/3, simpson’s 3/8 rule), Gauss quadraturehot,
Romberg integration, Error bounds and estimates.

UNIT Ill: Numerical Solution of Ordinary Differenti _al Equations:

Initial-value problems, Single step methods: TagldPicard’s, Euler’s, Modified Euler's method aRdnge-Kutta
method (fourth Order), Error estimates, Multi-stepthods: Adam’s-Bashforth and Milne’'s methods, @vgence
and stability analysis, Simultaneous and Higheepstjuations: RK Fourth order method.

UNIT IV: Initial & Boundary Value Problems and Iter_ative Solvers:

BVP: Shooting method and Finite difference methémsOrdinary Differential Equations, Solution of ridal
differential equation; solution of Laplace, Poisseguations: Standard 5- point and diagonal 5-tpfoirmulae,
Jacobi method, Gauss Seidel method (Liebmann‘atiter method) Relaxation method. Solution of heptagion:
Crank — Nicolson method, Solution of wave equation.

UNIT V: Einite Element Method:

Basic concepts, variational formulation and funasilp base functions, approximations weighted redichethods:
Ritz method, Galerkin method, Least squares metbollhcation method, Finite element and solutiorsiofiple
problems and time dependent problems.

NT Lab
Develop Programs of the following techniques in €fQC.anguage:

To implement iterative methods to solve a nonliregaration.

To implement iterative methods to solve a systetimefr equations.

To implement Forward, Backward and Central diffeeemterpolation formulae.
To implement Newton'’s divided difference and Lagyas interpolation formulae.
To implement Numerical differentiation.

To implement Numerical integration using Trapezbi&mpson 1/3 and Simpson 3/8 rules.
To implement single step methods to solve initale problems.

To implement multi step methods to solve initialueaproblems.

Solution of Heat equations (Parabolic equationsijriite difference method.

10 Solution of Laplace equations (elliptic equatiobg)finite difference method.

11. Solution of wave equations (Hyperbolic equationsjibite difference method.

CoNoOrWNE

Books Recommended:

1. M.K.Jain, S.R.K. lyengar & R.K.Jain, Numericaktihods for Scientific and Engineering Computatinage
International Publication.

2. S.S Sastry, Intoductory Methods of Numerical lfsia, Eastern Economy Edition.

3. S. Rajasekaran, Numerical Method in Sciencetargineering, Wheeler Publishing House.

4. B.S. Grewal, Numerical Method in Engineering &i€ice, Khanna Publishers.



BMA-341/342, OPERATIONS RESEARCH
(11 B.Tech, All Branches)
(Effective from Session 2018-19)
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OBJECTIVE: The objective of this course is to educte the students about:
mathematical formulation and solution of Lineargmaimming problems by various

method.

transportation problems and assignment problemgregidsolutions.
advanced LPP and Travelling salesman Problem aidgblutions.
fundamentals of Network problems and their soligiby CPM and PERT Methods.

dynamic programming problem and genetic algorithm.

Course Outcome
On the successful completion of the course, stgdeilitbe able to

CO1 | understand and solve linear programming proflem Apply, Evaluate
CO2 | formulate and solve Transportations modelsighssent models | Apply, Evaluate,
and integer linear programming problems. Create
CO3 | formulate and solve sequencing and schedulodgefs. Apply, Evaluate,
Create
CO4 | formulate and solve Replacement and inventamgets. Apply, Evaluate,
Create
CO5 | learn and use Dynamic programming and Gendgjorahms. Apply, Evaluate
CO PO1 PO2 PO3| PO4| PO5| PO6| PO7| PO8| PO9| PO10| PO11| PO12
Co1 3 3 3 3 3 2 3 1 2 - 3 3
CO2 3 3 3 3 3 2 3 1 2 - 3 3
CO3 3 3 3 3 3 2 3 1 3 - 3 3
Co4 3 3 3 3 3 2 3 1 3 - 3 3
CO5 3 3 3 3 3 2 3 - 3 - 3 3
Average | 3 3 3 3 3 2 3 .8 2.6 - 3 3
1: Slight (Low) 2: Moderate (Medium) 3:Stdntial (High)if there is no correlation, put “-*

Detailed Syllabus:

UNIT I: Linear Programming Problems (LPP)
OR model, Formulation of LPP. model, Graphical L&#ution and sensitivity analysis, simplex methbd,
method, Two-phase method, Special cases in simplethod application, Duality theory, Dual simplexthua,
Revised simplex method, Degeneracy, Sensitivityyaig Various industrial application of LP.

UNIT II: Transportation Models, Assignment Models and Integer Programming:

Formulation and Optimal solution of transportationodels, Assignment models, Transshipment models,

Degeneracy in TP model, Industrial application,rralation and Solution of integer linear programmprgblems;
Cutting-plane algorithm, Branch and Bound algoritt¥l ILPP, applications, Knapsack problem, fagildcation
problem.



UNIT IlI: Sequencing and Scheduling Model:

Sequencing problems- Travelling salesman problerachihe-scheduling problem (Job shop), Network based
planning models, Objectives of CPM and PERT, Charatics of CPM/PERT projects, Network diagram,
Terminology, Critical path, Project duration, PERIEtwork, Activity time, Probabilities of project swpletion,
Optimal crashing of project activities.

UNIT IV: Replacement and Inventory models:

Replacement ProblemsOptimal age of equipment replacement, capital egeit discounting cost, Replacement
of items that fail, Individual and group replacermgalicies.

Inventory Models: Deterministic inventory models, Classic EOQ modeDQ with price breaks, Multiterm,
stochastic inventory models under probabilistic dedhand lead times.

UNIT V: Dynamic Programming and Genetic Algorithms:

Dynamic programming: Bellman’s principle of optimality, computations iBDP, Forward and Backward
recursions, Dynamic Programming formulations, Itment problem, General allocation problem, Storegach
problem, Production scheduling.

Genetic Algorithms: Working principles, similarities and differencestwieen Gas and Traditional methods, Gas
for constrained optimization, Applications of Gassblve simple problems.

Text Books Recommended:

1.S.S. Rao, “Optimization: Theory and ApplicationsilMy Eastern Limited.

2. H.A. Taha, “ Operations Research- AN IntroduttjdMacmillan.

3. Hiller, F.S., G.J. Lieberman, “Introduction t@€&¥ations Research”, Hoiden-Day.

4. Kalyanmoy Deb, “Optimizaton for Engineering Opsi Algorithms & Examples “ Prentice- Hall of India

5. B.E. Gillet, Introduction Operations Researche@dmputer Oriented Algorithmic Approach, McGraw|Hi®89.



