Harcourt Butler Technical University, Kanpur

Department of Mathematics
School of Basic and Applied Sciences

Details of Courses offered

B.Tech./MCA Programmes
S.N. | Course cod C i Year/
ode ourse Title Programme Seméster Branch LTP C
1 BMA-151 Mathematics-1 B. Tech. Ist /1st All 310 4
v 2 BMA -152 Mathematics-11 B. Tech. Ist /1Ind All 310 4
3 | BMA-251 | Mathematics-1ll | B.Tech lnd/ist | Alllexcept | 5 4 4
' : CSE/IT)
4 BMA - 253 CONST B. Tech. IInd/Ist CS/IT 310 4
Discrete ‘
5 BMA-254 Mathematical B. Tech IInd/IInd CS/IT 310 4
Structures
BMA - 256:Engg | 31 0 4
6 | 250256 CONM B.Tech | Iind/lind | 5 rech, |2 1 2 4
BMA - Operations 351: Engg. i
7 351/352 Research B. Tech Hird/TVth 352: Tech. 3003
Discrete
8 BMA-451 Mathematical MCA Ist /Ist MCA 300 3
Structures
Operations L
9 BMA-452 Research MCA Ist /Ind MCA 300 3
PhD Courses
S.N. | Course code Course Title Programme Xeagy Branch LTP C
.N. ourse co Semester
BMA Research Ph.D. 1 4
! 751/752 Methodology Course it thD 3 0
) Numerical
Techniques for Ph.D.
2 BMA 753 Boundary value Cotirse Ist/Ist PhD 310 4
Problems
Theory of Advanced Ph.D
3 BMA 754 Differential Co(:rsle Ist/IInd PhD 310 4
Equations
4 | BMA755 | Operations Research | PD: Ist/Ist ‘PhD 310 4
p Course
Applied Stochastic Ph.D. I d PhD 310 4
> BMA 756 Processes Course st/lIn
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MATHEMATICS -1

{Semester-1: 1-B. Tech, All Branches
Counrse Code: BMA-ID) [\Sl : L-T-P-C: 3-1-0-4

ORJECTIVE: The objective of this course is to cducate the students about:
s the convergence nf infinite series, improper integrals and differential calculus.
* partial differentiation, multiple integrals and Beta, Gamma functions.

| » vector calculus, matrices, linear algebra and optimization_techni
{ ) s ) echniques.
Course Outcome h i

On the successful completion of the course, students will be able to

' CO1 | find nth derivative, determine the expansion of functions and find Understand, Apply |
convergence of serics and improper integrals. |

*
iU UPRRSRSE R

1

| CO2 | find ;:Itania!idiffmuiation and evaluate area and volume using App!y, Evaluate
multiple integrals. '
CO3 | convert line integrals to surface integrals and volume integrals, Apply, Evaluate

determine potential functions for irrotational force ficlds.

CO4 | solve linear system of equations and determine the eigen vectors of | Apply, Analyse

the matrix. Evaluate,
COS | learn concept of optimization and optimization techniques. Apply, Analyse,
Evaluate, |
CcO POl PO2 | PO3 | PO4 | POS | PO6 | PO7 | PO8 | PO9 | POI0 | POLI POI2
COl 3 3 2 1 2 - - 1 - 1 - 3
CO2 3 3 2 1 2 - - 1 - 1 - 3
COo3 3 3 2 1 2 - - 1 - 1 - 3
CO4 3 3 2 1 2 - - 1 - 1 - 3
CO5 3 3 2 1 2 - - 1 - 1 - 3
Average | 3 3 2 1 2 - - 1 - 1 - 3
I: Slight (Low) 2: Moderate (Medium) 3:Substantial (High) If there is no correlation, put “="
Detailed Syllabus:
Unit I- ;
Suceessive differentiation, Leibnitz theorem, Mean value theorems, sequences and series, Expansion of functions,

Improper integrals and their convergence.

Unit I}- i H ‘
Limit, Contipuity, Partial differentiation, Total differential and approximations, Jacobian, Euler's theorem

Expansion of functions, Beta and Gamma Functions, Multiple integral, Change of m{cr. Change of variables,

Applications 1o arca, volume, mass, surface arca eic. Dirichlet’s Integral & applications,

Unit 13- Vector Calculus:

Point functions, differentiation, Gradient,
interpretations, Solenoidal & irrotational fields, Integration, Line,
and Gauss Divergence thearems (without proof) and applications.

W w7 gl

Dircctional derivative, Divergence and Curl of a vector and their physical
Surface and Volwme integrals Green's, Stoke's
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Unit 1V- Matrices and Linear Algebra;

Vector space and subspace, lincar dependence, dimensions and basis, Lincar transformation and its matrix
representation, Elementary transformations, Echelon form, rank & nullity, Consistency of lincar system of equations
and their solutions, characteristic equation, Cayley Hamilton theorem, Real and complex cigenvalues —and

eigenvectors, diagonalisation, quadratic forms, complex, orthogonal, and unitary matrices, Applicatiori to
Gryptography, discrete, Compartmental models and system stability.

Unit V- Optimization;

Engineering applications of optimization, statement and classification of optimization problems, Optimization
techniques, single variable optimization, multi variable optimization with no constraint, with equality and inequality
constraints, Linear Programming Problems, Graphical method and Simplex method.

Books Recommended:

1. RK. Jain & S. R. K. lyengar; Advanced Engineering Mathematics, Narosa Publishing House 2002.

2. Erwin Kreyszig: Advanced Engineering Mathematics. John Wiley & Sons 8" Edition.

3. Dennis G. Zill & Michael R Cullen; Advanced Engineering Mathematics, Jones & Bartlett Publishers, 2
Edition.

4. S.S. Rao; Optimization: Theory & application Wiley Eastern Limited.

5. T.M. Apostol, calculus, Vol. I, 2" ed., Wiley 1967.

6. T.M. Apostol, Calculus, Vol. IL, 2" ed., Wiley 1969.

7. Gilbert Strang, Linear Algebra & its applications, Nelson Engineering 2007.

8. Calculus & Analytic Geometry, Thomas and Finny.




MATHEMATICS-II
(Semester-11: 1-B.Tech, All Branches)

Course Code: BMA-102 159 L-T-P-C: 3-1-0-4

OBJECTIVE: The objective of this course is to educate the students about:
* ordinary differential equations and their applications as mathematical models.
* series solutions of ordinary differential equations and special functions.
» Laplace transform, Fourier series, differential equations and boundary value problems.

Course Outcome
Op the successful completion of the course, students will be able to

COl1 | solve first and higher order ordinary differential equations. Apply, Analyse F
Evaluate, :
CO2 | find series solutions of ordinary differential equations and learn Apply, Analyse ;
Bessel’s and Legendre’s function and its applications. Evaluate,
CO3 | solve IVPs and BVPs using Laplace Transform. Apply, Analyse |
Evaluate, |
CO4 | find Fourier series expansion of given function and solve partial Apply, Analyse |
differential equations. Evaluate,
COS5 | solve boundary value problems using variable separable method etc. | Apply, Analyse
Evaluate,

co POl PO2 | PO3 | PO4 | PO5 | PO6 | PO7 | PO8 | PO9 | PO10 | POLI POI12
COl1 3 3 2 1 2 - - 1 - 1 - 3
- CO2 3 3 2 1 2 - - 1 - 1 - 3
CO3 3 3 2 1 2 - - 1 - 1 - 3
CO4 3 3 2 1 2 - - 1 - 1 - 3
CO5 3 3 2 1 2 - - 1 - 1 - 3
Average |3 3 2 1 2 - - 1 - 1 - 3
| 1: Slight (Low) 2: Moderate (Medium) 3:Substantial (High) If there is no correlation, put *-*
1 Detailed Syllabus:
Unit- I: i _
} First order ordinary differential equations, Existence and uniqueness of solutions of initial value problems, Solution

of higher order linear differential equation with constant coefficients, Solution of second order differential equations
by changing dependent and independent variables, Cauchy- Euler equations, Methods of diagonalization,
undetermined cocfTicients and variation of parameters: Nonlinear equations, Lincar and nonlinear models, Initial
value and boundary value problems, Systems of equations. Application of differential equations as mathematical
models, Models from population dynamics, Newton's Law of cooling, electric circuit, Oscillation of spring,

Unit-11: 30l
Ordinary and singular points of an equation, Power serfes solutions, Frobenius method, Bessel's and Legendre's

equations and their series solutions, Properties of Legendre's polynomials and Bessel's functions, Generating
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:‘unctlons. Fourier- Bessel serics and Fourier-Legendre series expansions, sturm- Liouville Problem and related
heorems.

Unit-111: Laplace Transform:
Laplace transform, Existence conditions and ROC, Inverse Laplace transform, Operational properties, Convolution,

U'ni\t slc;.w (‘unclic?n. Dirac-Delta function, Periodic functions, Applications to solve IVP and BVP: Linear ordinary
differential equations, Transfer function and control system analyss.

|

Unit-IV: Fourier Series and Partial Differential Equations:

Oﬂh?SO“ﬂl ‘ﬁmCﬁOHS. Fouricr scries, existence conditions, Fourier series of even and odd functions, convergence of
F?U"ﬁf series, Fourier half range serics, Harmonic analysis, Complex Fourier series and frequency spectrum.
Development of partial differential equations and Solutions, Solution of first order partial differential equations,
Solutions of lincar higher order partial diffcrential equations with constant coefficients.

Unit-V: Boundary-Value Problems:

Classification of second order partial differential equations, Derivation of heat and wave equations, solutions in
rectangular coordinates by separation variable method, solution of Laplace equation, D’Alemberts solution of wave
equation, Non-homogeneous equations and boundary conditions, Orthogonal series expansions, Fourier series in two
dimensions, Boundary value problems in polar, cylindrical and spherical coordinate systems and their solutions.

Books Recommended:

1. E.A. Coddington, An Introduction to Ordinary Differential Equations, Practice Hall, 1995.

2. LN. Sneddon, Elements of Partial Differential equations, McGraw-Hill 1957.

3. Dennis G, Zill & Michael R. Cullen; Advanced Engineering Mathematics, Jones & Bartlett Publishers. 2
Edition. '

4. RK Jain & S.R K. Iyengar; Advanced Engineering Mathematics, Narosa Publishing House, 2002.

8. Erwin Kreyszig; Advaced Engineering Mathematics, J ohn Wiley & Sons 8" Edition.
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COMPUTER ORIENTED NUMERICAL AND STATISTICAL TECHNIQUES

Course Code: BMA-253

(Semester<111: 11-B.Tech, CSE/AT)

LAT-P-C: 3-1-0-4

|
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()BJECTI\’E': The objective of this course is to provide conceptual understanding of:
numcn.cal methods for solving nonlinear equations and simultaneous equations.

numerical techniques for interpolation, differentiation, integration, and solving [VPs .

curve fitting, correlation and regression, probability distributions and applied statistical

developing computer programs of numerical/ statistical methods using C/C"" language.

Course Outcome
On the successful completion of the course, students will be able to

CO1 | find roots of nonlinear equations and solve systems of algebraic Apply, Evaluate
equations.
CO2 | use Interpolations techniques and to find numerical differentiation/ Apply, Evaluate
integration of data, function.
CO3 | use numerical methods for finding solutions of ordinary differential Apply, Evaluate
equations, simultaneous and higher order equations.
CO4 | use statistical techniques like regression, correlation for finding Apply, Evaluate
relation between two or more variables.
apply discrete and continuous probability distributions to various
problems.
COS5 | useto various parametric and nonparametric tests parameter Understand,
estimation, hypothesis testing and ANOVA. Apply
Cco POl PO2 | PO3 | PO4 | POS | PO6 | PO7 | PO8 | PO9 | PO10 | POIL1 | POI12
COl 3 2 3 3 1 1 - - - - - 3
co2 |3 2 3 3 1 1 - - - - - 3
co3 |3 2 3 3 1 1 - - - - - 2
Co4 |3 3 3 3 1 1 - - - - - 2
cos |3 3 3 3 1 2 3 2 2 1 1 2
Average |3 24 |3 3 1 12 106 (04 |04 |02 |02 |24
1: Slight (Low) 2: Moderate (Medium) 3:Substantial (High) If there is no correlation, put “="
Detailed Syllabus:
UNITE i j imul

Roots of nonlinear equation, Methods of solution, Order of convergence of iterative methods, Simple roots:

Bisection, False position, Sccant, Newton-Raphson, Chebyshey, lteration and multi point iteration methods,
Multiple roots: Newton-Raphson and Chebyshev, Complex roots: Newton-Raphson and Muller's method, a system

/e v
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of nonlincar equations: Newton-Raphson and iteration methods, Polynomial

; ; equations:  Bairstow’s method,
convergence analysis of above methods, i

Linear systems: i
ystems: Introduction, Direct methads, Operation count, Pivoting, 11 conditioned linear systems & condition

number, } . e '
m 5, ?tcmmn methods: Jacobi, Gauss-Seidel, SOR methods, convergence conditions. Special  system  of
equations: Thomas algorithm, Eigen value problems: Power methods.

UNIT 11: Interpolation, Differcntiation and Integration:

Curve fitting: Polynomial interpolation, error, Lxistence and Uniqueness, Truncation error bounds, difference
q’ocxalm. Ne\\mn. forward and backwand difference interpolations, Lagrange, Newton divided difference and
l\cmct! ‘"‘FfP“‘allnna Stirling and Bessel's interpolations, Spline interpolation, Least squares and Chebyshev
approximations. Numerical Differentiation: Methods based on interpolation, Error analysis.

Numerical Integration: Mcthods based on interpolations (Trapezoidal, Simpson's 1/3, Simpson’s 3/8 rule), Gauss
quadrature methods, Romberg integration, Error bounds and estimates.

! UNIT-IT: Numerical Solution of Qrdinary Differential Equations:
Initial-value problems, Single step methods; Taylor's, Picard’s, Modified Euler’s method and Runge- Kutta method

(fouth order), Error cstimates, Multi-step methods: Adam’s -Bashforth and Milne’s methods, convergence and
stability analysis, simultancous and Higher equations: RK Fourth order method.

UNIT-IV:

\ Curve-fitting. method of least- squares, fitting of straight lines, polynomials, non-linear and exponential curves ctc.,

cocrelation analysis, linear, non-linear and multi- regression analysis, probability, random variables and probability
! distributions, expectation, moments and transform methods, Binomial, Poisson and Normal distributions, overview
\ of 1-distribution, F-distribution and chi square-distribution.

UNIT-V: Statistical Methods;
Sampling theory (small and large), parameter estimation, confidence intervals, tests of hypotheses and significance; z-
,1-, F-, and chi-square tests, goodness of fit tests: chi-square test, analysis of variance, non-parametric tests (Simple
application), time series analysis, index numbers, quality control charts.

Books Recommended:
| 1" M.K. Jain, SRK. Iyengar & RK. Jain, Numerical methods for Scientific and Engineering Computation, New age
1 intemational Publication.

2. $.S. Sastry, Introductory Methods of Numerical Analysis, Eastern Economy Edition.

3, S. Rejasekaran, Numerical Method in Science and Engineering, Wheeler Publishing House.

4. B.S. Grewal, Numerical Method in Engincering & Science, Khanna Publishers.

5. D.L. Harnett, Statistical methods.

6. J.N. Kapur and H.C. Saxena, Mathematical , $.Chand, & Co., 2001.

7. H.C. Saxena, Practical Mathmatical Statistics, S. Chand & Co., 2000.




MATHEMATICS11I
(Semester-111: 11-B.Teeh, CHE, CF, ME, BT, EE, BE, FT,OT, PT, LT. PL)

Course Code: BMA-201 ] 251 LAT-P-C: 3:1-04

[OBIECTIVE: The objective of this conrse is to provide conceptaal u aderstandingof: |
% o various mathematical tools likes Laplace/ Foutier transforms and their applications. 5
; |+ conoepts and principle of complex analysis in solving various teal life problems. ’
i | »  various statistical methods and tests for analyzing experimental data.

st

7 _—
i Course Qutcome
\g On the successful completion of the course, students will be able to
~ _
i CO! | solve boundary value problems using Laplace transform and Apply, Evaluate
| Fourier transform methods and solve difference equations and
1 | BVP, using z transform.
| ['CO2 | construct conformal mapping between many kinds of domains. Understand, Apply
CO3 | evaluate complex integrals, improper real integrals using various | Apply, Evaluate
. formulae/theorems.
{ | find Tavior and Laurents serics expansion of complex functions.
CO4 | estimate relationship between two variable using curve fitting, Understand, Apply
\ regression and its strength using correlation.
» | 'COS | various parametric and nonparametric tests parameter ostimation, | Understand, Apply
| hypothesis testing and ANOVA. nk:
: 11 . CO | POI PO2 | PO3 | PO4 | POS | PO6 | POT | POB | POY | POLO | POIL | POI12
.'icmszz:zlzll-ns
. - { oo {3 313 13 1z v 12z v v [- v I3
| co3 |3 | 3 3 3 2 1 2 1 1 - 1 3
:i | €Oo4 |3 3 3 3 1 1 - - - - - 2
21.005'3333123221112
i [ Aversge |3 313 (3 |16 [12 |18 (1 |V [5 |8 [26
]; Shight {Low) 2. Moderate (Medium) 3-Substantial (High) If there is no correlation, put “="
Detailed Syllabus:

Unit - 1: Transform Methods:

Pourier integra!, conditions of convergence, Fourier sine and cosine integrals, complex form, applications, Fourier
wensform pairs, exisience conditions, operational poperties. Applications of Laplace wansform  and  Fourier
wransform 16 solve boundary value problems, Discrets and Fast Founer transforms and its applications,

Developmen of difference cquations s models, operator method, method of undetenmined cocfticients, Z-transtorm
pairs, ROC. Operationa) properties, limiting: value theorerny, its applications 10 solve differencs equations amd BYP,
systems of difference equations.
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Unit- 11: Functions of a Complex Yariable and Conformal mapping:
Limit, continuity, differentishility and analvticity, Cauchy-Rietaann equations,  harmonic  fanctions,  complex

ftm?mns B mappings, linet trancformation, inverse teansformation, bilinear transformations, conformal mapping,
applications

Unit- 11: Integration of Complex Functions;
Contour integralz and evalustions, Canchy- imtegral theorem, Cauchy's integral farmulae, Liouville's theorem,
convergence of power series, Taylot series, Lautent series, zeros and singularities of a complex function, residues

and residue theorem, Fundamental theorem of alpebra Rouche's theorem, Argument Principle and matimum
modules theorem, evaluation of definite and improper integrals,

Unit- TV: Curve- Fitting, Correlation, Regression and Probability:

Curve-fitting, method of least- squares, fitting of straight lines, polynomials, non-fincar and exponential curves etc.,
correlation analysis, linear, non-linear and multi-regression analysis, probability, tandom variables and probability
distributions, expectation, moments and transform methods, Binomial, Poisson and Normal distributions.

Unit- V: Statistical Methods:
Sampling theory {small and large), parameter estimation, confidence intervals, tests of hypotheses and significance;
Overview of 1-distribution, F-distributions and 3*-distribution. Z-, t-, F-, and 3% tests, goodness of fit test- 3 test,

analysis of variance, non-parametric tests (Simple application). time scries analysis, index numbers, quality control
charts.

Books Recommended;

{. Dennis G. Zill & Michacl R, Cullen; Advanced Engincering Mathematics, Jones & Bartlett Publishers. 2
Edition.

2 RK Jain & SRK. Iyengar; advanced Engineering Mathematics, Narosa Publishing House, 2002.

3 Erwin Krevszig; Advanced Engincering Mathematics, John Wiley & Sons 8" Edition.

4 RV. Churchill and J.L. Brown, Complex Variables and Applications, McGraw Hill, 1990.

5. N, Kepur and H.C. Saxens, Mathematical Statistics, 5.Chand & Co, 2001,

6 H.C. Saxens, Practical Mathematical Statistics, $. chand & Co., 2000.

7. 1. H. Mathews and R.W, Howell, Complex analysis for Mathematics and Engincering, 3 Ed. Narosa, 1998.
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DISCRETE MATHEMATICAL STRUCTURES

(Semester-1V: 11 B.Tech, CSE/IT)

Course Code: BMA-254

L-T-P-C: 3-1-0-4

1

OBJECTIVE: The objective of this course is

to develop the logical ability by providing exposure to mathematical logic, proof
methods, set theory, relation and functions etc.

* 1o provide knowledge about coding theory fundamentals, algebraic structures, posets,

attices, boolcan algebra for applications in computer science.

e to provide exposure of combinatorics and graph theory for application in computer

science.
Course Qutcome
On the successful completion of the course, students will be able to
CO1 | understand concept of logic and various inference mechanisms Understand
using logic.
CO2 | understand set theory, function, relation and the concepts of Understand
theorem proving .
CO3 | explain algebraic structures and coding theory . Understand
CO4 | understand and apply concepts of posets, lattices and boolean Understand, Apply
algebra in computer science.
COS | understand and apply graph theory and concepts of recurrence Understand, Apply
relations and generating functions in system modeling.
(60) POl PO2 | PO3 | PO4 | POS | PO6 | PO7 | PO8 | PO9 | POI10 | POLL | POI2
* COl 3 3 3 3 3 2 3 1 2 - 3 3
CO2 3 3 3 s 3 2 3 1 2 - 3 3
COo3 3 3 3 3 3 2 3 1 3 - 3 3
CO4 3 3 3 3 3 2 3 1 3 - 3 3
CO5 3 3 3 3 3 2 3 - 3 - 3 3
Average |3 3 3 3 3 2 3 8 26 |- 3 3
' 1: Slight (Low) 2: Moderate (Medium) 3:Substantial (High) If there is no correlation, put “-*
Detailed Syllabus:

UNIT I: Fundamentals of Logic

Propusitional Logle: Propositions, Basic logic operations and truth tables, Tawtologies, Contradictions, Contigency,
Algebra of propositions, Logical equivalence: the laws of logic, Logical implication: Rules of inference, Logical
analysis of argument, Some computing spplication (Normal forms), Functionally complete set of operations, Formal

proofs,

First Order Logic: Predicates & quatificrs, Nested quantifiers, Use of quantifiers, Rules of inference, Validity of
erguments, proof methods.

‘ L,
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INIT 11: Set Theory, Relations and Functiony

Set Theory: Scts & subscts, Venn dingrams, set operations and lsws, courtable set, Cantesian product, Cardinality,
Principle of inclusion exclusion

Relations: Relation, Representation & properties, nray relations and applications, Componition of relations,
Closures of relations, Fquivalence relation & partitions, partial orders, compatibility relafion.

Functions: Functions and its types, Inverse function, Companition of functions, Special functions, Pecursively
defined functions, Computational Complexity, Analysis of algotithms.

Theorem Proving Techniques: Mathematical induction (weak, strong, structural) and its applications, Prood by
contradiction, Pigeonhole principle.

UNIT 11 Algebraic Structures and Coding Theory :

Algebraic Structures: Definition, Properties, Semi group, Monoid, Group, propetties of groups, Subgroup, Cyelic
group, Cosets and Lagrange's theorem, Permutation groups, Normal subgroup, Homomorphism and isomorphism of
groups, Congruence relation, Rings and Fields. Example and standard results.

Coding Theory: Elements of coding theory, Hamming matric, Parity-check and generator matrices, Coding and
error detection, Group codes: decoding with coset leaders and error correction, Hamming matrices.

UNIT IV: Partially Ordered Structures

Posets,: Definitions, ordered sct, Hasse diagram, isomorphic ordered sct, well ordered set, Minimal and Maximal
clements, LUB &GLB etc.

Lattices: Definition & Propertics, Product Lattices, Isomorphic Lattices, Applications, Types of Lattices.
Boolean Algebras: Definitions & Properties, SOP & POS forms, Logic gates and minimization of circuits,
Karnaugh maps, Quine-McClusky method.

Trees: Definition & Examples and Propertics, Rooted tree, Binary tree, Tree traversal, application in computer
science and engineering.

UNIT V: Combinstorics and Graph Theory:

Combinatorics: Discrete numeric functions and properties, Recurrence relations and their applications (modeling),
various methods of solutions, system of recurrence relations, OGF & EGF, properties, applications: solution of
recurrence relations and combinatorial problems.

Graphs: Graphs and graph models, terminology, matrices associated with graphs, Isomorphism, Special types of
grephs, connectedness, Euler and Hamilton graphs with their applications, trees with properties, MST, planer graphs
end applications, criteria of planarity, Graph coloring and coloring models, directed graphs.

Books Recommended:

1. Trembley, J.P, & R. Manohar, “Discrete Mathematical Structures with applications to Computer Science”,
MoGraw Hill.

2, Kenneth H. Rosen, “Discrete Mathematics and its Applications”, McGraw Hill.

3. Ralph, P. Garimaldi, “Discretc& Combinatorial Mathematics” Pearson Publication, Asia.

4. Deo, narsingh, “Graph Theory with applications to Engineering & Computer Science”, PHL

&, Krishnamurthy, V., “Combinatorics Theory & Application”, East-West Press Pvt, Ltd, New Delhi,

. WV/ s \
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COMPUTER ORIENTED NUMERICAL METHODS
! (Semester-1V: Il B.Tech, CE, ME, ET, EE)
Course Code: BMA-206 | 25( L-T-P-C: 3-1-0-4
OBJECT I_VE: The objective of this course is to provide conceptual understanding of: }
° varaous numerical methods for solving linear and non linear equations.
e various numerical techniques of interpolation, integration and differentiation with their
applications.

¢ various numerical methods to solve [VPs and BVPs. —
Course OQutcome

On the successful completion of the course, students will be able to

D —

CO1 | find roots of nonlinear equations and solve systems of algebraic Apply, Evaluate
equations. - i
CO2 | use interpolation techniques and to find numerical differentiation/ Apply, Evaluate :
integration of data, function.
CO3 | use numerical methods for finding solutions of ordinary differential Apply, Evaluate | ‘
equations, simultaneous and higher order equations. ‘
CO4 | learn numerical methods for finding solution of initial and boundary Apply, Evaluate
value problems, partial differential equations. %
COS5 | learn basic concepts of some Finite element methods. Apply, Evaluate »

co |[Pol P02 | PO3 | PO4 | POS | PO6 | PO7 [ PO8 | PO9 | POI0 | POII | POI2
col |3 2 |3 3 1 1 1 - - - - §3
coz |3 2 13 13 |1 |1 |t |- |- |- - 3
co3 |3 A EE E I O - 2
co4 |3 > 3 13 (|1 [1 |1 |- |- |- - 3
cos |3 2 |3 [3 |1 1 E - . 3 3
Average | 3 2 3 3 1 1 1 - - - - 3
1: Slight (Low) 2: Moderate (Medium) 3:Substantial (High) If there is no correlation, put *-*
Detailed Syllabus:

UNIT J: Nonlinear Equations and Simultaneous Linear Fquations:
Roots of nonlincar equation, Methods of solution, Order of convergence of iterative methods, Simple roots:

Bisection, False position, sccant, Newton-Raphson, Chebyshev, lteration and multi* point iteration methods,
Multiple roots: Newton-Raphson and Chebyshev, Complex roots: Newton-Raphson and Muller's method, a system
of nonlinear equations: Newton-Raphson and Iteration methods, Polynomial equations: Bairstow's method,
convergence analysis of above methods,

Linear systems: Introduction, Direct methods, Operation count, Pivoting, 1l conditioned linear
condition number, lteration methods: Jacobi, Gauss-Seidel, SOR methods, convergence:condi {s Uilnc

et

of equations: Thomas algorithm. Figen value problems: Given's and Power methods, . Yot
Vg, Uiy ieis
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Hermted trterpedationg #itling snd flessel'y trderped 8tinem ‘eﬂ:ﬁm.

npprosimmions. Nutwerion Differertistion Methds based om

Methads based on irterpolations (1

rapereads], %
Romberg imegration, Foror bounds and estimstes

wids, differencs
Mewton divided difference  and
irterprdation, | ase M and Chebybhey
inferpodstion. Frece 2refytic. Numericaf .‘mag;xim'
rpson’s 173, siepmen's 14 rale). Ganes auusdratyes metheds,

UNIT 1 ‘ '
ntial Equations;
Initinl-value problems, Single wep methods

Taylor's, Picard's, Fader's, Modified Fufer's method and Runge. ¥ ot
methed {fourth Order), Frror estimates, Multi-step methods Adam’s-Bashfonk and !

s ) Milne's metheds, convergence
and stsbility analyais, Simultaneoss and Higher order equations: RK Fourth otder methed

INIT 1V ‘

BVE. Shoting method and Finite difference methods for Ordinary Differential Equations, Solution of Partiaf

differential equation, solution of Laplace, Poisson equations: Standard - point and diagonal 5« point  formulse,
Incobi method, Gauss Seidel method ( Liebmann's iterative method) Relaxation method. Solution of heat squation:
Crank - Nicolson method, Solution of wave equation.

UNIT V: Finite Element Method;
Basic concepts, vanational formulation and functional, base functions, approximations weighted residual methods:

Ritz method, Galerkin method, Least squares method, collocation method, Finite clement and solution of simple
problems and time dependent problems.

Books Recommended:

1. MK Jain, SFK. lyengar & R.K.Juin, Numerical methods for Scientific and Engineering Computation, Nage
intermnational Publication.

2. 5.5 Sastry, Imoductory Methods of Numerical Analysis, Eastern Economy Ed’im?n
3. 5. Pajsscharan, Numerical Mcthod in Scence and Engineering, Wheeler Publishing House.
4. B.S. Grewal, Numerical Mcthod in Engincering & Science, Khanna Publishers.

£ ]
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COMPUTER ORIENTED NUMERICAL METHODS

(Semester-1V: 11 B.Tech, CHE, BE, FT, OT, PT, PL, LT)

Course Code: BMA-202 [252,

L-T-P-C: 2-1-2-4

applications.

e various numerical methods to solve VP and BVP«.

OBJECTIVE: The objective of this course s to provide conceptual understanding of:
various numerical methods for solving linear and non linear equations.

various numerical techniques of interpolation, integration and differentiation with their

L__*_developing computer programs of numerical methods using C/C"* language.
Course Qutcome
On the successful completion of the course, students will be able to
| CO1 | find roots of nonlinear equations and solve systems of algebraic | Apply, Evaluate
equations.
CO2 | use interpolation techniques and to find numerical differentiation/ ; Apply, Evaluate
imegration of data function. !
CO3 | use numerical methods for finding solutions of ordinary differential . Apply, Evaluate
equations, simultaneous and higher order equations. |
CO4 | learn numerical methods for finding solution of initial and boundary : Apply, Evaluate
value problems, partial differential equations.
COS | learn basic concepts of some Finite element methods. Apply, Evaluate
CO6 | developing computer programs of numerical methods using c/ic” Apply, Evaluate, |
language. Create -
Cco POl PO2 | PO3 | PO4 | POS | PO6 | PO7 | PO8 | PO9 | PO10 | PO11 | POI2
COl 3 2 3 3 1 1 1 - - - - l 3
co2z |3 2 3 3 1 1 1 - - - - |3
co3 |3 2 3 3 1 1 1 - - - - 3
i co4 |3 2 3 3 1 1 1 - - - - 3
co5 |3 2 (3 [3 |[r v v |- |- |- - 3
| CcCo6 |3 2 2 2 3 2 1 2 2 2 2 3
Z Average |3 2 283 1283|133 |1.16 1 33 133 1.33 33 3
| 1-Shight (Low)  2: Moderate (Medium) 3:Substantial (High) If there is no correlation, put *-*
Detailed Syllabus:

UNIT L

convergence analysis of above methods.

/4

6

i
|
Roms of nonfinear equation, Methods of solution, Order of convergence of iterative methods, Simple roots:
Bisection, False position, secant, Newton-Raphson, Chebyshev, lteration and multi  point iteration methods,
Muhiple roots: Newton-Raphson and Chebyshev, Complex roots: Newton-Raphson and Muller's method, a system
of nonlinear equations: Newton-Raphson and lteration methods, Polynomial cquations: Bairstow’s method,

=



Linear systems: Introductio i '
i e Tt r’:ﬂ‘;ﬁ? J:‘:;:if’déa Opc;iggl: ;ount. Pivoting, Il conditioned linear systems &
. L . H ’ uss-seidel, OR mcthod i i
¢ X s, con
of equations: Thomas algorithm. Eigen value problems: Given's and Power md;:;f:““ e Bt CE o

UNITII: e

Curve fitting: ial i i

Mo, Ngc “z’::yr;::::rldmte;polmlon, error, Existence and Uniquencss, Truncation error bounds, difference

S B el l.an backward 'dlf_fcrence interpolations, Lagrange, Newton divided difference and

aoretitadions NG S, . q:]r m.g and .B?sscl s interpolations, Spline interpolation, Least squares and Chebyshev

iy bascd. rfien fofcrentlanon: Methods based on interpolation, Error analysis. Numerical Integration:
S . (?n interpolations (Trapezoidal, Simpson’s 1/3, simpson’s 3/8 rule), Gauss quadrature methods,

Romberg integration, Error bounds and estimates. ’

UNFT I11: Numerical Solution of Ordinary Differential Equations:
Initial-value problems, Single step methods: Taylor’s, Picard’s, Euler’s, Modified Euler’s method and Runge-Kutta
method (fourth Order), Error estimates, Multi-step methods: Adam’s-Bashforth and Milne’s methods, convergence
and stability analysis, Simultaneous and Higher order equations: RK Fourth order method.

UNIT 1IV: Initi :
?VP: Shooting method and Finite difference methods for Ordinary Differential Equations,
differential equation; solution of Laplace, Poisson equations: Standard 5- point and diagonal 5- point formulae,
Jacobi method, Gauss Seidel method (Liebmann’s iterative method) Relaxation method. Solution of heat equation:

Crank — Nicolson method, Solution of wave equation.

Solution of Partial

UNIT V: Finite Element Method:
Basic concepts, variational formulation and functional, base functions, approximations weighted residual methods:

Ritz method, Galerkin method, Least squares method, collocation method, Finite element and solution of simple
broblcms and time dependent problems.

NT Lab
Develop Programs of the following techniques in C/C++ Language:

To implement iterative methods to solve a nonlinear equation.

To implement iterative methods to solve a system of linear equations.

To implement Forward, Backward and Central difference interpolation formulae,
To implement Newton's divided difference and Lagrange’s interpolation formulae.
To implement Numerical differentiation.

To implement Numerical integration using Trapezoidal, Simpson 1/3 and Simpson 3/8 rules.
To implement single step methods to solve initial value problems.

To implement multi step methods to solve initial value problems.

Solution of Heat equations (Parabolic equations) by finite difference method.
Solution of Laplace equations (elliptic equations) by finite difference method.
Solution of wave equations (Hyperbolic equations) by finite difference method,

=

Books Recommended:
1. M.K.Jain, S.R K. Iyengar & R.K.Jain, Numerical methods for Scientific and Engineering Computation, N age

International Publication.

2. 5.5 Sastry, Intoductory Methods of Numerical Analysis, Eastern Economy Edition.

3. S, Rajasekaran, Numerical Method in Science and Enginecring, Wheeler Publishing House.
4 B.S. Grewal, Numerical Method in Engineering & Science, Khanna Publishers. )
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Course Code: BMA-?AUML’]?: 5 I[-'EB 52
OBJECTIVE: The objective of this conrse is to edneate the stadents ahout:

OPERATIONS RESEARCH
(Semester-V/VI: 11 B.Tech, All Branchet)

t-T-p-C: 3-0-03

« mathematical formulation and solution of Linear programming problems by various

method.
transportation problems and assignment problems and their solutions.

advanced LPP and Travelling salesman Problem and their solutions.
CPM and PERT Methods.

fundamentals of Network problems and their solutions by
o dynamic programming problem and genetic algorithm. " S

* & =

Course Qutcome

On the successful completion of the course, students will be able to e
01 | understand and 's}):&é"iim'ﬁg}amﬁ{igg"""ﬁasif’mﬁ:‘ e [ Apply, Evaluate |
CO2 | formulate and solve Transportations models, Assignment models Apply, Evaluate.
and integer lincar programming problems. | Create
cheduling models. Apply, Evaluate.

ngands

Create ‘

CO3 | formulate and solve sequenci
Apply, Evaluate,

* I M
COS5 | learnand use Dynamic programming and Genetic Algorithms.

acement and inventory models.
Create !

CO4 | formulate and solve Repl
Apply, Evaluate |

|

<o |po1_ | PO2|PO3 pO1 T POS | PO6 | POT | POB 509 [ PO10| POIL | POIZ

col |3 T3 3 3]z |3 | 7 |- 3 13|
o2 13 313 1313 |2 T 11 12 1 3 3|
- i I E XN X F I i TR I N R = R
—co4 |3 713 (3 |3 2 3 |1 |3 |- 3

co5 |3 " N I D I . S 3 3
[hvemge |3 713 |3 13 | 7 |.8 |26 |- 3 3

' I Slight (low) X Moderate (Medium) 3 Substantial (High ljl"z)wrunacorrelaum put "
Detailed Syllabus:

UNWJ:W&:M
on of 1PP. model, Graphical LPP solution and sensitivity analysis, simplex method, M-

OR model, Formulati
micthod, Two-phase method, Special cases in simplex method application, Duality theory, Dual simplex method,
Revised simplex method, Degeneracy, Sensitivity analysis, Various industrial application of L.

UNIT 11 Tranpporistio s, Agsigoinenl Megs ) [ateger Programming:

Formufation and Optimal solution of transportation models,  Assignment  models, Transshipment  models,
Degeneraey in TP model, industrial application, Formulation and Solution of inksger lincar programming problems;
Cutting-plane slgorithin, franch and Bound algorithm, 0-) LLPP, applications, Knapsack problem, fagiliny-location

problem.
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UNIT e

_ scheduling prablem (Job thapy Metwirk  based

i i R Characteristics of CPMPE Mot
Terminology, i ) ’ PMPERT projects, Metwork diagrarm,
: ORy ‘meal ;‘unh. Project durstion, PERT Netwerk, Activity time mmmm:i of pm.-: enrm ’;f:m
Optimal crashing of project activities, il . sieet enmpletion,
UNIT I'V:

)

Refﬂnwmeni !"rnbltms: Optimal age of equipment feplacement, capital equipment disconnting enst, P eplacemuent
of items that fail, Individual and group replacement policies.

Inventory Models: Deterministic inventory madels, Classic EOQ maodel, EO0) with price hreaks, Multiterm,
stochastic inventory models under probabilistic demand and Jead times

UNIT V: Dynami amming a n i

Dynamic programming: Bellman's principle of optimality, computations in DP, Forward and Backward
recursions, Dynamic Programming formulations, Investment problem, General allocation problem, Storage coach
problem, Production scheduling.

Genetic Algorithms: Working principles, similaritics and differonces between Gas and Traditional methods, Gas
for constrained optimization, Applications of Gas 1o solve simple problems.

Text Books Recommended:

1. S.S. Rao, “Optimization: Theory and Applications™ Willey Eastern Limited

2. H.A. Taha, ¥ Opcrations Rescarch- AN Introduction™, Macmillan.

3. Hiller, F.S., G.1. Licberman, “Introduction to Operations Research™, Hoiden-Day.

4. Kalyanmoy Deb, “Optimizaton for Engineering Design: Algorithms & Examples = Prentice- Hall of Indi{n.

. B.E. Gillet, Introduction Operations Research- A Camputer Oriented Algorithmic Approach, McGraw Hill 1989,
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